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APPROXIMATION BY PIECEWISE CONSTANT FUNCTIONS IN A BV METRIC

PAVEL BĚLÍK AND MITCHELL LUSKIN

Abstract. We study the approximation properties of piecewise constant functions with respect to triangular and rectangular finite elements in a metric defined on functions of bounded variation. We apply our results to a thin film model for martensitic crystals and to the approximation of deformations with microstructure.

1. Introduction

In mathematical models for crystal microstructure [1, 2, 27], the deformation gradient is nearly piecewise constant in space to enable the deformation to attain a low energy. The length scale of the microstructure is limited by a surface energy associated with the transition from one piecewise constant variant phase to another piecewise constant variant phase [1, 27]. Motivated by these models, numerical methods have been developed and utilized that approximate the deformation gradient by piecewise constant functions and that minimize an energy that includes both an elastic energy and a surface energy proportional to the total variation of the deformation gradient [8].

In this paper, we give approximation results for piecewise constant functions in a metric for functions of bounded variation. We consider these results in the context of a thin film model for martensitic crystals.

We have developed numerical methods for the computation of microstructure in martensitic and ferromagnetic crystals and validated these methods by the development of a numerical analysis of microstructure [4, 6, 7, 14, 27–30]. Related results are given in [10, 12, 14, 20–26, 31, 32].

2. Definitions of BV spaces

In this section, we give the relevant definitions for functions of bounded variation and establish some notation used throughout this paper. Recall that, for a bounded
Lipschitz domain $\Omega \subset \mathbb{R}^n$ and for a given $m \in \mathbb{N}$, the space $BV(\Omega)$ of $L^1(\Omega)$-functions of bounded variation mapping $\Omega$ to $\mathbb{R}^m$ can be defined [9] as the set of functions $w \in L^1(\Omega; \mathbb{R}^m)$ such that $\int_\Omega |Dw|_k < \infty$, where

$$
\int_\Omega |Dw|_k = \sup \left\{ \sum_{i=1}^m \sum_{j=1}^n \int_\Omega w_i(x) \psi_{ij}(x) \, dx : \psi \in C^1(\Omega; \mathbb{R}^{m \times n}), \ |\psi(x)|_{k'} \leq 1 \text{ for all } x \in \Omega \right\}.
$$

(2.1)

Here, $|.|_{k'}$ denotes the $\ell_{k'}$ vector norm and $k' = k/(k-1)$ is the dual exponent to $k$. (Whenever the index $k$ is omitted, it is understood that $k = 2$.) Due to equivalence of norms on finite-dimensional vector spaces, the above definition of $BV(\Omega)$ is independent of $k$, which may be assumed to take values in $[1, \infty)$. Equivalently, if we define the norms

$$
\|w\|_{BV_{q,k}(\Omega)} = \|w\|_{L^q(\Omega)} + \int_\Omega |Dw|_k \quad \text{for } 1 \leq q < \infty,
$$

then $w \in BV(\Omega)$ if and only if $\|w\|_{BV_{q,k}(\Omega)} < \infty$ for some $k \in [1, \infty]$. The space $BV(\Omega)$, when equipped with the norm $\|\cdot\|_{BV_{q,k}(\Omega)}$, is a Banach space. The range of the functions in the spaces $L^q(\Omega)$ and $BV(\Omega)$ should be clear from context and will usually not be denoted explicitly.

More generally, we can define the spaces $BV_{q,k}(\Omega)$ for $1 \leq q < \infty$ by

$$
BV_{q,k}(\Omega) = L^q(\Omega) \cap BV(\Omega).
$$

With this notation, we have that $BV(\Omega) = BV_{1,k}(\Omega)$.

Since $\ell_{k'}$ is the dual space to $\ell_k$, we have for smooth functions $w$ that

$$
\int_\Omega |Dw|_k = \int_\Omega |\nabla w|_k,
$$

where

$$
|\nabla w|_k = \left( \sum_{i,j} |w_{i,j}|^k \right)^{1/k}.
$$

If $w$ jumps across a smooth interface $S$ which divides $\Omega$ into two parts, $\Omega_1$ and $\Omega_2$, on each of which $w$ is smooth, then

$$
\int_\Omega w_i(x) \psi_{ij}(x) \, dx = \int_S [w_i(\sigma)] \psi_{ij}(\sigma) n_j(\sigma) \, d\sigma - \sum_{l=1}^2 \int_{\Omega_l} w_i(x) \psi_{ij}(x) \, dx,
$$

where $[w_i(\sigma)]$ denotes the difference of the traces of $w_i|_{\Omega_2}$ and $w_i|_{\Omega_1}$ on $S$ and $n$ denotes the normal vector to $S$ pointing out of $\Omega_2$ such that $|n|_2 = 1$. If $w$ is constant on $\Omega_1$ and $\Omega_2$, then we have that

$$
\int_\Omega w_i(x) \psi_{ij}(x) \, dx = [w] \int_S \psi_{ij}(\sigma) n_j(\sigma) \, d\sigma,
$$

and since $\ell_{k'}$ is the dual space to $\ell_k$, we have in this case that

$$
\int_\Omega |Dw|_k = \left[ \|w\|_S \right] \int_S |n(\sigma)|_k \, d\sigma.
$$
If, in addition, $S$ is planar, then $n$ is independent of $\sigma \in S$ and we have that
$$\int_{\Omega} |Dw|_k = \left[ \left[ w \right] \right]_{\Omega} |n|_k \text{area}S.$$  
We note that $|n|_k$ for $|n|_2 = 1$ depends on the orientation of $n$ unless $k = 2$. This corresponds to the fact that $\int_{\Omega} |Dw|_k$ is frame-indifferent only if $k = 2$.

3. APPROXIMATION RESULTS FOR THE THIN-FILM MODEL

In this section, we address some approximation issues concerning the total-variation thin-film model rigorously derived in [9] from a three-dimensional energy with the surface energy modeled by the total variation of the deformation gradient. For our total-variation surface energy model, the bulk energy for a film of thickness $h > 0$ with reference configuration $\Omega_h \equiv \Omega \times (-h/2, h/2)$, where $\Omega \subset \mathbb{R}^2$ is a domain with a Lipschitz continuous boundary $\partial \Omega$, is given by the sum of the surface energy and the elastic energy
$$\kappa \int_{\Omega_h} |D(\nabla u)| + \int_{\Omega_h} \phi(\nabla u, \theta),$$
where $u : \Omega_h \to \mathbb{R}^3$ is a deformation, $\int_{\Omega_h} |D(\nabla u)|$ is the total variation of the deformation gradient, $\kappa$ is a small positive constant, $\theta$ is the fixed temperature, and $\phi(\nabla u, \theta)$ is the energy density. We assume that the film adheres to a rigid material on its edge $\Gamma_h = \partial \Omega \times (-h/2, h/2)$, and is thus constrained by
$$u(x_1, x_2, x_3) = y_0(x_1, x_2) + b_0(x_1, x_2)x_3 \quad \text{for} \quad (x_1, x_2, x_3) \in \Gamma_h,$$
where $y_0, b_0 \in W^{1, p}(\Omega; \mathbb{R}^3)$ are such that $\nabla y_0, \nabla b_0 \in BV(\Omega)$.

We have shown in [9] that energy-minimizing deformations $u$ of the bulk energy (3.1) are asymptotically of the form
$$u(x_1, x_2, x_3) = y(x_1, x_2) + b(x_1, x_2)x_3 + o(x_3^2) \quad \text{for} \quad (x_1, x_2, x_3) \in \Omega_h,$$
where $(y,b)$ minimizes the thin film energy
$$\mathcal{E}(y, b) = \kappa \left( \int_{\Omega} |D(\nabla y|\sqrt{2b})| + \sqrt{2} \int_{\partial \Omega} |b - b_0| \right) + \int_{\Omega} \phi(\nabla y|b, \theta) (3.2)$$
over all deformations of finite energy such that $y = y_0$ on $\partial \Omega$. Since the temperature $\theta$ will be considered as a given variable in this paper, we will not explicitly denote the dependence of the energy $\mathcal{E}(y, b)$ on the temperature. The graphical interpretation of the pair $(y, b)$ is given in Figure 1. We denote by $(\nabla y|b) \in \mathbb{R}^{3 \times 3}$ the matrix whose first two columns are given by the columns of $\nabla y$ and the last column by $b$. In the above equation, $\int_{\Omega} |D(\nabla y|\sqrt{2b})|$ is the total variation of the vector-valued function $(\nabla y|\sqrt{2b}) : \Omega \to \mathbb{R}^{3 \times 3}$.

We assume that the energy density $\phi : \mathbb{R}^{3 \times 3} \times \mathbb{R} \to [0, \infty)$ is a continuous function satisfying the growth condition
$$c_1(|F|^p - 1) \leq \phi(F, \theta) \leq c_2(|F|^p + 1) \quad \text{for all} \quad F \in \mathbb{R}^{3 \times 3} \text{ and } \theta \in \mathbb{R},$$
where $c_1$ and $c_2$ are fixed positive constants. We will also assume that $p > 3$ to ensure that deformations with finite energy are uniformly continuous. We then denote the space $A$ of admissible deformations of the thin film to be
$$A = \{(y, b) \in W^{1, p}(\Omega; \mathbb{R}^3) \times L^p(\Omega; \mathbb{R}^3) : \nabla y, b \in BV_p(\Omega), \ y = y_0 \text{ on } \partial \Omega \}.$$
Figure 1. A graphical description of the deformation of a three-dimensional thin film of thickness $0 < h \ll 1$. The map $y$ gives the deformation of the planar mid-section, $\Omega$, of the film, while $b$ describes the deformation of the cross-sections.

Numerical simulations using finite element methods should be designed so that they approximate both the energy of the deformed film, $E(y, b)$, and the deformation of the thin film, $(y, b) \in \mathcal{A}$. While it is clear what it means to approximate the energy, it is not obvious in what sense one should approximate the deformation pair $(y, b)$. To understand this better, we will make several observations.

Using the definition (3.4) of the space $\mathcal{A}$ of admissible deformations of the thin film, one might consider approximating the solution in a variant of the $\mathbf{BV}$ norm. However, this would fail even in the simplest case of approximating $w(x) = x$ for $x \in (0, 1)$ by piecewise constant functions—no matter how the approximating functions are chosen, on each subinterval of $(0, 1)$ where the approximating function, $\tilde{w}$, is constant, the difference $w - \tilde{w}$ has variation equal to the length of the subinterval, hence the total variation of $w - \tilde{w}$ is at least 1. Another possibility for $w = (y, b) \in \mathcal{A}$ would be to approximate $y$ in $W^{1,p}((\Omega))$ and $b$ in $L^p(\sqrt{\Omega})$, but the total-variation part of the energy would then not be controlled.

To study the numerical approximation of (3.2), we will consider the metrics on $\mathbf{BV}_q(\Omega)$ given by

$$\rho_{q,k}(w_1, w_2) = \left\| w_1 - w_2 \right\|_{L^q(\Omega)} + \left| \int_{\Omega} |Dw_1|_k - \int_{\Omega} |Dw_2|_k \right|$$

for $k \in [1, \infty]$. This is partially justified by the conclusion of Lemma 4.1 that functions in $\mathbf{BV}_q(\Omega)$ can be approximated arbitrarily closely in this metric by functions in $C^\infty(\Omega) \cap \mathbf{BV}_q(\Omega)$. Also, for the example $w(x) = x$ above, if $w_h$ is defined as, say, the $L^2$-projection of $w$ into the space of piecewise constant functions defined on a partition of $(0, 1)$ into disjoint intervals of length at most $h > 0$, then clearly $\lim_{h \to 0} \rho_{q,k}(w, w_h) = 0$.

We shall now provide some results that will shed light on the way in which one should approximate the thin-film problem. We start with two lemmas that will be used in the theorem below. These results have been proved in [9] (the first one in a slightly more general form).
Lemma 3.1 (Lower semi-continuity). Let \( \Omega \subset \mathbb{R}^2 \) be a bounded domain with a Lipschitz continuous boundary. Let \( b, b_k \in BV(\Omega) \), \( k = 1, 2, \ldots \), satisfy
\[
\lim_{k \to \infty} \|b_k - b\|_{L^1(\Omega)} = 0,
\]
and assume that there exists \( b_0 \in BV(\Omega) \) such that \( b_k = b_0 \) on \( \partial \Omega \) for all \( k \). Then, for any \( v \in BV(\Omega) \), we have
\[
\int_{\Omega} |D(v)\sqrt{2}b| + \sqrt{2} \int_{\partial \Omega} |b - b_0| \leq \liminf_{k \to \infty} \int_{\Omega} |D(v)\sqrt{2}b_k|.
\]

Lemma 3.2 (Approximation). Let \( 1 \leq q < \infty \) and let \( \Omega \subset \mathbb{R}^2 \) be a bounded domain with a Lipschitz continuous boundary. Let \( b_0 \in W^{1,q}(\Omega) \) be such that \( \nabla b_0 \in BV_q(\Omega) \), let \( b \in BV_q(\Omega) \), and let \( v \in BV_q(\Omega) \). Then there exists a family \( \{b_k\} \subset W^{1,q}(\Omega) \) with \( \nabla b_k \in BV_q(\Omega) \) such that \( b_k = b_0 \) on \( \partial \Omega \) for every \( \varepsilon > 0 \), and
\[
\lim_{\varepsilon \to 0} \|b_k - b\|_{L^q(\Omega)} = 0,
\]
\[
\lim_{\varepsilon \to 0} \int_{\Omega} \left| D(v)\sqrt{2}b_k \right| = \int_{\Omega} \left| D(v)\sqrt{2}b \right| + \sqrt{2} \int_{\partial \Omega} |b - b_0|.
\]

Theorem 3.1. Let \( \{(y_k, b_k)\} \subset \mathcal{A} \) be a given sequence of admissible deformations of the thin film.

(a) Assume that
\[
(y_k, b_k) \to (y, b) \quad \text{in } W^{1,p}(\Omega) \times L^p(\Omega),
\]
\[
\int_{\Omega} |D(\nabla y_k)\sqrt{2}b_k| \to \int_{\Omega} |D(\nabla y)\sqrt{2}b|
\]
as \( k \to \infty \) or, equivalently,
\[
\rho_{p,2}((\nabla y_k, b_k), (\nabla y, b)) \to 0 \quad \text{as } k \to \infty.
\]
Then we have convergence of the energy, that is, there exists a subsequence of \( \{(y_k, b_k)\} \), again denoted by \( \{(y_k, b_k)\} \), such that
\[
\mathcal{E}(y_k, b_k) \to \mathcal{E}(y, b) \quad \text{as } k \to \infty.
\]

(b) Assume that \( \{(y_k, b_k)\} \) is an energy-minimizing sequence, that is,
\[
\mathcal{E}(y_k, b_k) \to \min_{(\tilde{y}, \tilde{b}) \in \mathcal{A}} \mathcal{E}(\tilde{y}, \tilde{b}) \quad \text{as } k \to \infty.
\]
Then there exists a subsequence of \( \{(y_k, b_k)\} \), again denoted by \( \{(y_k, b_k)\} \), and a pair \((y, b) \in \mathcal{A}\) such that
\[
(y_k, b_k) \to (y, b) \quad \text{in } W^{1,p}(\Omega) \times L^p(\Omega),
\]
\[
(y_k, b_k) \to (y, b) \quad \text{in } W^{1,1}(\Omega) \times L^1(\Omega),
\]
\[
\int_{\Omega} |D(\nabla y_k)\sqrt{2}b_k| + \sqrt{2} \int_{\partial \Omega} |b_k - b_0| \to \int_{\Omega} |D(\nabla y)\sqrt{2}b| + \sqrt{2} \int_{\partial \Omega} |b - b_0|
\]
as \( k \to \infty \). Moreover, \((y, b)\) minimizes the energy functional, that is,
\[
\mathcal{E}(y, b) = \min_{(\tilde{y}, \tilde{b}) \in \mathcal{A}} \mathcal{E}(\tilde{y}, \tilde{b}) = \lim_{k \to \infty} \mathcal{E}(y_k, b_k).
\]
Proof. (a) That (3.6) implies (3.7) follows from Theorem 2.11 of [19], which says that the convergence of a sequence in $L^1(\Omega)$ and the convergence of its total variation implies the $L^1$-convergence of the traces on $\partial \Omega$ of the sequence. The convergence of the elastic part of the energy

$$
\int_{\Omega} \phi(\nabla y_k | b_k) \rightarrow \int_{\Omega} \phi(\nabla y | b) \quad \text{as } k \to \infty.
$$

follows from the dominated convergence theorem using the upper bound (3.3) from growth of the energy density $\phi$ and the assumption that $(\nabla y_k, b_k) \to (\nabla y, b)$ in $L^p(\Omega) \times L^p(\Omega)$.

(b) We give here a sketch of the proof for which more details can be found in [9]. Using the lower bound from the growth estimate (3.3) on the energy density, the compactness theorem for functions of bounded variation, and the trace theorem, we have that there exists a pair $(y, b) \in A$ and a subsequence of $(y_k, b_k)$, again denoted by $(y_k, b_k)$, such that

$$(y_k, b_k) \to (y, b) \quad \text{in } W^{1,p}(\Omega) \times L^p(\Omega),$$

$$(y_k, b_k) \to (y, b) \quad \text{in } W^{1,1}(\Omega) \times L^1(\Omega),$$

$$(\nabla y_k, b_k) \to (\nabla y, b) \quad \text{almost everywhere in } \Omega.$$

Using the approximation Lemma 3.2, we can construct, for every $k$, a one-parameter family $\{b^\varepsilon_k \in W^{1,p}(\Omega) : \varepsilon > 0, \nabla b^\varepsilon_k \in BV(\Omega), b^\varepsilon_k = b_0 \text{ on } \partial \Omega\}$ such that

$$b^\varepsilon_k \to b_k \quad \text{in } L^p(\Omega),$$

$$\int_{\Omega} |D(\nabla y_k | \sqrt{2} b^\varepsilon_k)| \to \int_{\Omega} |D(\nabla y_k | \sqrt{2} b_k)| + \sqrt{2} \int_{\partial \Omega} |b_k - b_0| \quad \left\{ \begin{array}{l}
\text{as } \varepsilon \to 0.
\end{array} \right.$$

For every $k$, we can find $\varepsilon_k > 0$ such that

$$\lim_{k \to \infty} \|b^\varepsilon_k - b\|_{L^1(\Omega)} = 0$$

and

$$\int_{\Omega} |D(\nabla y_k | \sqrt{2} b_k)| + \sqrt{2} \int_{\partial \Omega} |b_k - b_0| - \int_{\Omega} |D(\nabla y^\varepsilon_k | \sqrt{2} b^\varepsilon_k)| \to 0 \quad (3.8)$$

as $k \to \infty$. Then, since $b^\varepsilon_k = b_0$ on $\partial \Omega$, we can use the semi-continuity Lemma 3.1 and (3.8) to obtain

$$\int_{\Omega} |D(\nabla y | \sqrt{2} b)| + 2 \int_{\partial \Omega} |b - b_0| \leq \liminf_{k \to \infty} \int_{\Omega} |D(\nabla y_k | \sqrt{2} b^\varepsilon_k)|$$

$$= \liminf_{k \to \infty} \left[ \int_{\Omega} |D(\nabla y_k | \sqrt{2} b_k)| + \sqrt{2} \int_{\partial \Omega} |b_k - b_0| \right].$$

Similarly, using the almost-everywhere convergence of $(\nabla y_k, b_k)$, continuity of the energy density $\phi$, and Fatou’s lemma, we have

$$\int_{\Omega} \phi(\nabla y | b) \leq \liminf_{k \to \infty} \int_{\Omega} \phi(\nabla y_k | b_k).$$
Therefore, since \( \{ (y_k, b_k) \} \) is an energy-minimizing sequence, we have that
\[
\mathcal{E}(y, b) \leq \liminf_{k \to \infty} \left[ \int_{\Omega} |D(\nabla y_k \sqrt{2} b_k)| + \sqrt{2} \int_{\partial \Omega} |b_k - b_0| \right] + \liminf_{k \to \infty} \int_{\Omega} \phi(\nabla y_k | b_k) \\
\leq \liminf_{k \to \infty} \left[ \int_{\Omega} |D(\nabla y_k \sqrt{2} b_k)| + \sqrt{2} \int_{\partial \Omega} |b_k - b_0| + \int_{\Omega} \phi(\nabla y_k | b_k) \right] \\
\leq \liminf_{k \to \infty} \mathcal{E}(y_k, b_k) \leq \mathcal{E}(y, b),
\]
and that \((y, b)\) is a minimizer of \(\mathcal{E}\). It then also follows that, in fact, for a further subsequence of \(\{(y_k, b_k)\}\) we have that
\[
\lim_{k \to \infty} \left[ \int_{\Omega} |D(\nabla y_k \sqrt{2} b_k)| + \sqrt{2} \int_{\partial \Omega} |b_k - b_0| \right] = \int_{\Omega} |D(\nabla y \sqrt{2} b)| + \sqrt{2} \int_{\partial \Omega} |b - b_0| \\
\text{and}
\lim_{k \to \infty} \int_{\Omega} \phi(\nabla y_k | b_k) = \int_{\Omega} \phi(\nabla y | b).
\]

\[\square\]

**Remark 3.1.** An example that (3.7) does not imply (3.6) can be constructed as follows. Let \(\Omega = (0, 1) \times (0, 1), b_0 \equiv 1, b \equiv 0, \) and \(b_k(x_1, x_2) = 2^{k-1}|x_1 - 1/2|^k\) for \((x_1, x_2) \in \Omega\). Then \(b_k \to b\) in \(L^p(\Omega)\) for \(1 \leq p < \infty\) and for \(y_k(x) = y(x) = x\) we have
\[
\int_{\Omega} |D(\nabla y \sqrt{2} b)| = 0, \quad \int_{\partial \Omega} |b - b_0| = 4,
\]
\[
\int_{\Omega} |D(\nabla y_k \sqrt{2} b_k)| = \sqrt{2}, \quad \int_{\partial \Omega} |b_k - b_0| \to 3,
\]
so that
\[
\int_{\Omega} |D(\nabla y_k \sqrt{2} b_k)| + \sqrt{2} \int_{\partial \Omega} |b_k - b_0| \to \int_{\Omega} |D(\nabla y \sqrt{2} b)| + \sqrt{2} \int_{\partial \Omega} |b - b_0|,
\]
but
\[
\int_{\Omega} |D(\nabla y_k \sqrt{2} b_k)| \not\to \int_{\Omega} |D(\nabla y \sqrt{2} b)|.
\]

**Remark 3.2.** It follows from the first part of Theorem 3.1 that if one uses finite element subspaces of \(A\) that allow approximating elements of \(A\) in the metric \(\rho_{p,2}(\cdot, \cdot)\) as defined in (3.5), where \(w_1 = (\nabla y_1 | b_1)\) and \(w_2 = (\nabla y_2 | b_2)\), then one can also approximate the energy, \(\mathcal{E}\).

On the other hand, if one only knows that the minimum energy can be approximated in the sense of the assumption of part (b) of Theorem 3.1, then one can only conclude that (3.7) holds, but not necessarily (3.6), as was illustrated in Remark 3.1.

4. Approximation of BV functions by piecewise polynomial functions

In this section, we address the issue of approximating functions in \(BV(\Omega)\) by piecewise polynomial finite element functions. Many papers have been devoted to the approximation of functions of bounded variation in the metrics \(\rho_{q,k}(\cdot, \cdot)\), mostly for \(q = 1, 2\) and \(k = 1\) (for example, \([11,17,18]\)). Reasons to justify the choice \(k = 1\) have been given, and we will mention them below. However, there are also good reasons to use the metrics corresponding to \(k = 2\). One of them is the fact that
the total-variation part of the energy functional (3.2) is frame-indifferent only when\( k = 2 \), and frame indifference is an important assumption in continuum mechanics.

A related reason, equally important, is that the total variation is used to model surface energy and the surface area is measured correctly only when \( k = 2 \) [19]. More precisely, if \( E \subset \mathbb{R}^n \) is a bounded set with a boundary \( \partial E \) that is of class \( C^2 \) and if \( \chi_E \) is the characteristic function of \( E \), then \( \chi_E \in BV(\mathbb{R}^n) \) and

\[
\int_{\mathbb{R}^n} |D\chi_E| = \mathcal{H}_{n-1}(\partial E),
\]

where \( \mathcal{H}_{n-1} \) denotes the \((n - 1)\)-dimensional Hausdorff measure. This would not, in general, be the case for \( k \neq 2 \). An important consequence of this fact is the appearance of the boundary integral in the 2-dimensional thin-film model (3.2).

Much of the research on the approximation of the total variation has been devoted to image processing and to rectangular Cartesian grids [11, 15, 17, 33]. On the other hand, we shall be mainly concerned with polygonal domains \( \Omega \subset \mathbb{R}^2 \) and triangular finite elements with applications in continuum mechanics. This allows more flexibility of the underlying geometry and also allows adjusting the finite element mesh to features of the solution. As an example, in our earlier simulations of the behavior of martensitic thin films [3, 6, 8], the solution was expected to change phase across the diagonals of the square computational domain. If a feature like this is known \textit{a priori}, there is no reason to use a mesh that does not conform to this feature. However, it is not possible to simultaneously orient rectangular elements to these variant phase boundaries and to the crystal boundary. Hence, much finer Cartesian meshes are needed to capture the variant phase boundary to the accuracy that can be obtained from appropriate triangular meshes. Moreover, as we will see later, rectangular finite elements would, in general, fail to approximate the energy (3.2).

Our ultimate goal is to understand the approximation properties of piecewise constant functions in metrics using the total variation. However, we first address the case of approximating functions of bounded variation by continuous piecewise linear functions. This case turns out to be much simpler than for piecewise constant functions. Let us first recall some general results (see, for example, [11, 19]).

**Lemma 4.1** (Approximation in \( BV(\Omega) \) by smooth functions). Let \( 1 \leq q < \infty \), let \( 1 \leq k \leq \infty \), and let \( \Omega \) be a bounded open set in \( \mathbb{R}^n \) with a Lipschitz continuous boundary, \( \partial \Omega \).

(a) For every \( v \in BV_q(\Omega) \), there exists a sequence \( \{v_j\} \subset C^\infty(\Omega) \) such that

\[
\lim_{j \to \infty} \|v_j - v\|_{L^q(\Omega)} = 0,
\]

\[
\lim_{j \to \infty} \int_{\Omega} |Dv_j|_k = \int_{\Omega} |Dv|_k
\]

or equivalently,

\[
\lim_{j \to \infty} \rho_{q,k}(v_j, v) = 0.
\]

Moreover, the trace of each \( v_j \) on \( \partial \Omega \) coincides with the trace of \( v \).
(b) For every $v \in BV_q(\Omega)$, there exists a sequence $\{\bar{v}_j\} \subset C^\infty(\Omega)$ such that
\[
\lim_{j \to \infty} \|\bar{v}_j - v\|_{L^q(\Omega)} = 0,
\]
\[
\lim_{j \to \infty} \int_{\Omega} |D\bar{v}_j|_k = \int_{\Omega} |Dv|_k,
\]
or equivalently,
\[
\lim_{j \to \infty} \rho_{q,k}(v_j, v) = 0.
\]

**Remark 4.1.** Note that in part (b) we cannot have the result on the traces of $\bar{v}_j$ as in part (a). However, it follows from Theorem 2.11 of [19] that the traces of $\bar{v}_j$ converge to the trace of $v$ in $L^1(\partial\Omega)$.

With this lemma in hand, we can now prove the following result (see [11, 15]). The finite-element terminology can be found in [5, 13].

**Theorem 4.1.** Let $\Omega \subset \mathbb{R}^n$ be a polygonal domain, let $k \in [1, \infty]$, let $h_0 > 0$, and assume that a regular (or quasi-uniform) family $\{\tau_h : 0 < h \leq h_0\}$ of triangulations of $\Omega$ is given such that the mesh-size of $\tau_h$ is at most $h$. Let $A^1_h$ denote the space of continuous piecewise linear functions corresponding to the triangulation $\tau_h$. Let $u \in BV_q(\Omega)$ for some $q \in [1, \infty)$. Then there exists a family $\{u_h \in A^1_h : 0 < h \leq h_0\}$ such that
\[
\rho_{q,k}(u, u_h) \to 0 \quad \text{as } h \to 0.
\]

**Proof.** Recall first that if $v \in C^\infty(\bar{\Omega})$ and if $\Pi_h v \in A^1_h$ is its piecewise linear interpolant, that is, $v = \Pi_h v$ at the vertices of the triangulation $\tau_h$, then there exists a constant $C(v)$, depending on $v$ but independent of $h$, such that [13]
\[
\|v - \Pi_h v\|_{W^{1,q}(\Omega)} \leq C(v)h. \tag{4.1}
\]
Also, given $\varepsilon > 0$, we can use Lemma 4.1 and choose $v_\varepsilon \in C^\infty(\bar{\Omega})$ such that
\[
\rho_{q,k}(u, v_\varepsilon) < \varepsilon/2.
\]
Now, in view of (4.1), we can find $h_0(\varepsilon) > 0$ such that
\[
\rho_{q,k}(v_\varepsilon, \Pi_h v_\varepsilon) < \varepsilon/2 \quad \text{for all } h \leq h_0(\varepsilon).
\]
The theorem now follows from the triangle inequality.

**Remark 4.2.** Since the finite element spaces of discontinuous piecewise linear functions contain the spaces of continuous piecewise linear functions, Theorem 4.1 also holds in the discontinuous piecewise linear case. Theorem 4.1 will be used in proving a similar result for piecewise constant functions when $k = 2$ (Theorem 4.3).

We now proceed with the analysis for approximating functions of bounded variation by piecewise constant functions. Let us first note that since
\[
|x|_q \leq |x|_p \quad \text{for } x \in \mathbb{R}^n \text{ and } 1 \leq p < q \leq \infty,
\]
we also have
\[
\int_\Omega |Dv|_q \leq \int_\Omega |Dv|_p \quad \text{for } u \in BV(\Omega) \text{ and } 1 \leq p < q \leq \infty. \tag{4.2}
\]
These inequalities can be strict; for instance, if \( u(x_1, x_2) = x_1 + x_2 \) for \((x_1, x_2) \in \Omega = (0, 1) \times (0, 1)\), then it can be checked that
\[
\int_\Omega |Du|_k = 2^{1/k} \quad \text{for } 1 \leq k \leq \infty,
\]
where, as usual, \( 1/\infty \) is defined as 0.

The inequality (4.2) is the reason one cannot approximate a general function \( u \) of bounded variation by piecewise constant functions \( u_h \) corresponding to Cartesian grids (of mesh-size \( h \)) in any of the metrics \( \rho_{q,k} \) with \( k > 1 \). Due to the fact that all of the vector norms \( |.|_k \), \( 1 \leq k \leq \infty \), give identical values for the vectors of the canonical basis of \( \mathbb{R}^n \), it is easily seen that on such meshes we have for all scalar-valued functions \( u_h \) that
\[
\int_\Omega |Du_h|_{k_1} = \int_\Omega |Du_h|_{k_2} \quad \text{for all } 1 \leq k_1, k_2 \leq \infty.
\]
Hence, if \( u \) is such that \( \int_\Omega |Du|_{k_0} < \int_\Omega |Du|_1 \) for some \( k_0 > 1 \) and if \( u_h \to u \) in \( L^1(\Omega) \), then
\[
\int_\Omega |Du|_k < \int_\Omega |Du|_1 \leq \liminf_{h \to 0} \int_\Omega |Du_h|_1 = \liminf_{h \to 0} \int_\Omega |Du_h|_k
\]
for all \( k \in [k_0, \infty] \). The second inequality in (4.3) follows from the lower semicontinuity of the total variation [16, 19]. Moreover, we see in the following Theorem 4.2 that for a special choice of \( u_h \), this inequality can be turned into equality [11, 17].

**Theorem 4.2.** Let \( h_0 > 0 \). Let \( \{\tau_h : 0 < h \leq h_0\} \) be a family of Cartesian triangulations of \( \Omega \) such that the mesh-size of \( \tau_h \) is at most \( h \). Let \( V_h, 0 < h \leq h_0 \), denote the spaces of piecewise constant functions corresponding to the grids \( \tau_h \). Let \( u \in BV_q(\Omega) \) for some \( q \in [1, \infty) \). Then there exists a family \( \{u_h \in V_h : 0 < h \leq h_0\} \) such that
\[
\rho_{q,1}(u, u_h) \to 0 \quad \text{as } h \to 0.
\]

The above theorem and the considerations preceding it provide a complete description of approximation of functions of bounded variation by piecewise constant functions on Cartesian grids. The following example shows that this theorem fails for non-Cartesian rectangular grids.

**Example 4.1.** Consider the domain \( \Omega = \{x = (x_1, x_2) \in \mathbb{R}^2 : |x_1| + |x_2| < 1\} \) and the function \( u : \Omega \to \mathbb{R} \) defined by \( u(x) = 0 \) for \( x_1 < 0 \) and \( u(x) = 1 \) for \( x_1 > 0 \). Then
\[
\int_\Omega |Du|_k = 2 \quad \text{for } 1 \leq k \leq \infty.
\]
For each \( n \in \mathbb{N} \), let \( h = \sqrt{2/2^n} \) and define a grid on \( \Omega \) by subdividing it into square elements of edge length \( h \) (Figure 2). Then the normal vectors to each edge are given by \( n = (1/\sqrt{2}, \pm 1/\sqrt{2}) \) so that
\[
|n|_k = 2^{1/k-1/2},
\]
and we have that \(|n|_{k_2} < |n|_{k_1}\) for \(1 \leq k_1 < k_2 \leq \infty\). We then have for any (non-constant) piecewise constant function \(u_h\) on this grid that

\[
\int_{\Omega} |Du_h|_{k_2} < \int_{\Omega} |Du_h|_{k_1}, \quad \text{for} \quad 1 \leq k_1 < k_2 \leq \infty,
\]

and we thus have for such a sequence \(u_h \to u\) in \(L^1(\Omega)\) as \(h \to 0\) that

\[
\int_{\Omega} |Du|_1 = \int_{\Omega} |Du|_{k_2} \leq \liminf_{h \to 0} \int_{\Omega} |Du_h|_{k_2} < \liminf_{h \to 0} \int_{\Omega} |Du_h|_{k_1},
\]

for \(1 \leq k_1 < k_2 \leq \infty\). Hence, we see that in this case the only candidate \(k\) to obtain convergence of \(u_h\) to \(u\) in the metric \(\rho_{1,k}\) is \(k = \infty\). Dividing \(\Omega\) into two parts as shown in Figure 3 and defining \(u_h = 0\) in the left part of \(\Omega\) and \(u_h = 1\) in the right part of \(\Omega\), we see that \(\|u_h\| = 1\) across the dividing curve, whose length converges to \(2\sqrt{2}\). Since \(|n|_{\infty} = 1/\sqrt{2}\), we have for \(1 \leq q < \infty\) that

\[
\begin{align*}
&u_h \to u \quad \text{in} \quad L^q(\Omega), \\
&\int_{\Omega} |Du_h|_{\infty} \to 2 = \int_{\Omega} |Du|_{\infty},
\end{align*}
\]

as \(h \to 0\) for \(h = \sqrt{2}/2^n\).

We now proceed with the case of triangular meshes. This issue has been raised in [11] and to some extent answered in [17]. While it is clear that the same approximation result as in Theorem 4.2 holds for triangular meshes obtained by partitioning Cartesian grids, it is more interesting to allow more general grids and also allow metrics other than \(\rho_{q,k}\) with \(k = 1\).

**Example 4.2.** We can obtain a counterexample to the approximation in \(\rho_{q,k}\) for \(1 \leq k < \infty\) by piecewise constant functions on triangular meshes by considering

![Figure 2. Rectangular meshes defined in Example 4.1.](image)

![Figure 3. Division of \(\Omega\) into two disjoint parts to obtain convergence in Example 4.1.](image)
the function $u(x)$ defined in Example 4.1 and by dividing each square element in Figure 2 into two triangular elements by a horizontal edge as shown in Figure 4.

We then see that

\[
\int_{\Omega} |Du_h|_{k_2} < \int_{\Omega} |Du_h|_{k_1} \quad \text{for } 1 \leq k_1 < k_2 \leq \infty
\]

unless $u_h$ is constant on each of the strips $jh < x_2 < (j+1)h$ for $j = -2^n, \ldots, 2^n - 1$.

If $u_h \to u$ in $L^1(\Omega)$ as $h \to 0$, we have again that

\[
\int_{\Omega} |Du|_1 = \int_{\Omega} |Du|_{k_2} \leq \liminf_{h \to 0} \int_{\Omega} |Du_h|_{k_2} < \liminf_{h \to 0} \int_{\Omega} |Du_h|_{k_1}
\]

for $1 \leq k_1 < k_2 \leq \infty$.

Finally, the sequence $u_h$ of piecewise constant functions with respect to the rectangular mesh constructed in Example 4.1 such that $u_h \to u$ in $\rho_{1,\infty}$ can also be used for this example since each $u_h$ is also a piecewise constant function on the triangulation.

**Example 4.3.** We next show that a statement similar to that of Theorem 4.2 cannot hold for triangular meshes and $1 < k \leq \infty$. We shall consider the domain $\Omega = \{x = (x_1, x_2) \in \mathbb{R}^2 : |x_1| + |x_2| < 1\}$ and the function $u : \Omega \to \mathbb{R}$ defined by $u(x) = x_1 + x_2$. We note that $\nabla u(x) \equiv (1, 1)$ so that

\[
\int_{\Omega} |Du|_k = 2^{1/k} |\Omega| = 2^{1+1/k} \quad \text{for } 1 \leq k \leq \infty.
\]
We shall assume that a sequence of triangulations \( \{ \tilde{\tau}_n \}_{n=0}^\infty \) is given such that the edges of \( \tilde{\tau}_n \) are formed by the boundary of \( \Omega \) and the lines
\[
\begin{align*}
x_1 &= i/2^n \\
x_2 &= i/2^n \\
x_2 &= x_1 + i/2^n
\end{align*}
\]
for \( i = -2^n + 1, \ldots, 0, \ldots, 2^n - 1 \).

(See Figure 5.) Notice that each \( \tilde{\tau}_{n+1} \) is a refinement of \( \tilde{\tau}_n \), that the diameter of the largest triangle of \( \tilde{\tau}_n \) is \( 2^{1/2-n} \), and that all triangles in each triangulation are similar; hence, if \( h_0 > 0 \), we can define a regular (or quasi-uniform) family of triangulations \( \{ \tau_h : 0 < h \leq h_0 \} \) by
\[
\tau_h = \begin{cases} 
\tilde{\tau}_0 & \text{if } 2^{1/2} \leq h \leq h_0, \\
\tilde{\tau}_n & \text{if } 2^{1/2-n} \leq h < 2^{3/2-n} \text{ for } n \in \mathbb{N}.
\end{cases}
\]

We now consider the spaces \( A^0_h \) of piecewise constant functions corresponding to the triangulations \( \tau_h \). We claim that
\[
0 = \lim_{h \to 0} \inf_{\tilde{u}_h \in A^0_h} \rho_{q,1}(u, \tilde{u}_h) < \lim_{h \to 0} \inf_{\tilde{u}_h \in A^0_h} \rho_{q,k}(u, \tilde{u}_h) \quad \text{for } k > 1. \tag{4.4}
\]

Clearly, the equality in (4.4) follows from Theorem 4.2. To show the strict inequality in (4.4), we shall assume the existence of a family \( \{ \tilde{u}_h \in A^0_h \} \) such that
\[
\lim_{h \to 0} \rho_{q,k}(u, \tilde{u}_h) = 0 \tag{4.5}
\]
and obtain a contradiction. Since the sequence \( \{ \tilde{u}_h \} \) converges to \( u \) in \( L^q(\Omega) \), it does so also in \( L^1(\Omega) \). If we can modify each \( \tilde{u}_h \) to obtain \( u_h \in A^0_h \) such that \( u_h \) is constant across the diagonal edges \( x_2 = x_1 \pm i/2^n \) of the triangulation \( \tilde{\tau}_n \) corresponding to \( A^0_h \), and such that (4.5) implies
\[
\lim_{h \to 0} \rho_{1,k}(u, u_h) = 0, \tag{4.6}
\]
then we obtain a contradiction, since, in view of (4.3), the total-variation part of \( \rho_{1,k}(u, u_h) \) cannot converge to zero.

To construct \( u_h \) from \( \tilde{u}_h \), let \( N = 2^n + 1 \) and consider the \( N \) parallel strips
\[
S_i \equiv \{(x_1, x_2) \in \Omega : \ x_1 + i/2^n < x_2 < x_1 + (i+1)/2^n \} \quad \text{for } i = -2^n, \ldots, 2^n - 1.
\]
We define
\[
v_i |_{S_i} = \tilde{u}_h |_{S_i} \quad \text{for } i = -2^n, \ldots, 2^n - 1,
\]
and then extend each \( v_i \) to \( \Omega \) by repeated reflection about the lines \( x_2 = x_1 + j/2^n \) for \( j = -2^n + 1, \ldots, 0, \ldots, 2^n - 1 \). That is, for \( (x_1 - s, x_1 + \frac{j}{2^n} + s) \in S_j \) with \( 0 < s < 1/2^n+1 \), we have that \( (x_1 + s, x_1 + \frac{j}{2^n} - s) \in S_{j-1} \) and (see Figure 6)
\[
v_i(x_1 - s, x_1 + \frac{j}{2^n} + s) = v_i(x_1 + s, x_1 + \frac{j}{2^n} - s). \tag{4.7}
\]

Finally, we define \( u_h \) to be the average of the \( v_i \),
\[
u_h = \frac{1}{N} \sum_{i=1}^N v_i.
\]
Then, using the symmetries of \( u \) and the \( v_i \), we have that

\[
\int_\Omega |u - u_h| = \int_\Omega \left| u - \frac{1}{N} \sum_{i=1}^{N} v_i \right| \\
= \sum_{i=1}^{N} \frac{1}{N} \int_\Omega |u - v_i| \\
= \sum_{i=1}^{N} \int_{S_i} |u - v_i| \\
= \sum_{i=1}^{N} \int_{S_i} |u - \bar{u}_h| \\
= \int_\Omega |u - \bar{u}_h|,
\]

so \( u_h \to u \) in \( L^1(\Omega) \) since \( \bar{u}_h \to u \) in \( L^1(\Omega) \).

Also, since \( u_h \) was constructed so that it has no jumps across the diagonal edges, all of the variation of \( u_h \) is associated with the edges parallel to the coordinate axes. We can associate these edges parallel to the coordinate axes into the piecewise linear curves

\[
L_\ell = \bigcup_{i=2}^{2^n-1} e_{\ell i} \quad \text{for } \ell = 1, \ldots, 2^{n+1}
\]

obtained by reflecting an edge \( e_{\ell i} \subset S_i \) about the lines \( x_2 = x_1 + i/2^n \) for \( i = -2^n + 1, \ldots, 0, \ldots, 2^n - 1 \) to obtain \( e_{\ell, i-1} \subset S_{i-1} \). Then since \( |e_{\ell i}| \) is independent

\[\text{Figure 6. The construction of } v_i \text{ by (4.7).}\]
of $\ell$ and $i$, we have that
\[
\int_{\Omega} |Du_h| = \sum_{\ell=1}^{2^{n+1}} \sum_{i=1}^{2^n-1} \left| \left[ u_h \right]_{\epsilon_{\ell i}} \right| |e_{\ell i}|
\]
\[
= \sum_{\ell=1}^{2^{n+1}} \sum_{i=1}^{2^n-1} \left| \frac{1}{N} \sum_{j=1}^{N} v_j \right| |e_{\ell i}|
\]
\[
\leq \sum_{\ell=1}^{2^{n+1}} \sum_{i=1}^{2^n-1} \frac{1}{N} \sum_{j=1}^{N} \left| v_j \right| |e_{\ell i}|
\]
\[
\leq \sum_{\ell=1}^{2^{n+1}} \sum_{i=1}^{2^n-1} \left| \left[ \bar{u}_h \right]_{\epsilon_{\ell i}} \right| |e_{\ell i}|
\]
\[
= \int_{\Omega} |D\bar{u}_h|.
\]

In view of the lower semi-continuity result $\int_{\Omega} |Du| \leq \liminf_{h \to 0} \int_{\Omega} |Du_h|$ and the convergence $\int_{\Omega} |D\bar{u}_h| \to \int_{\Omega} |Du|$, we have that
\[
\int_{\Omega} |Du_h| \to \int_{\Omega} |Du| \quad \text{as } h \to 0.
\]

We have thus demonstrated that (4.6) holds.

From Example 4.3, it is clear that it is not enough to just keep refining the mesh to obtain better results. However, it is not immediately obvious whether there exist families of triangular meshes for which a variant of Theorem 4.1 with $A_{10}^h$ replaced by $A_{00}^h$ holds. It is shown in [17] that if $\Omega$ is discretized with a smooth curvilinear grid and the grid conforms to the level curves of $u$, then such an approximation result holds with $k = 2$. We present a different approach, providing a basis for a numerical algorithm. For the sake of clarity of exposition, we first present the result with $k = 2$ and then the general result.

**Theorem 4.3.** Let $\Omega \subset \mathbb{R}^n$ be a polygonal domain and let $h_0 > 0$. Then, given a scalar-valued $u \in BV_q(\Omega)$ for some $q \in [1, \infty)$, there exists a family $\{\tau_h : 0 < h \leq h_0\}$ of triangulations of $\Omega$ such that the mesh-size of $\tau_h$ is at most $h$, and functions $u_h \in A_{10}^h$, where $A_{10}^h$ denotes the space of piecewise constant functions corresponding to the triangulation $\tau_h$, such that
\[
\rho_{q,2}(u, u_h) \to 0 \quad \text{as } h \to 0.
\]

**Proof.** From Theorem 4.1, we know that for any regular family $\{\tilde{\tau}_h : 0 < h \leq h_0\}$ of triangulations of $\Omega$ there exists a family of functions $\tilde{u}_h \in A_{10}^h$, where $A_{10}^h$ denotes the space of continuous piecewise linear functions corresponding to the triangulation $\tilde{\tau}_h$, such that
\[
\rho_{q,2}(u, \tilde{u}_h) \to 0 \quad \text{as } h \to 0.
\]
For each $h$, we show that there exists another triangular mesh, $\tau_h$, and a function $u_h \in \mathcal{A}_h^0$, where $\mathcal{A}_h^0$ is the space of piecewise constant functions corresponding to $\tau_h$, such that $u_h$ approximates $\tilde{u}_h$ arbitrarily closely in the metric $\rho_{q,2}$. This will establish the claim of the theorem.

We define $m, M \in \mathbb{R}$ by

$$m = \min_{x \in \Omega} \tilde{u}_h(x) \quad \text{and} \quad M = \max_{x \in \Omega} \tilde{u}_h(x).$$

For $n \in \mathbb{N}$, we define the (piecewise linear) level curves (see Figure 7(a))

$$L^n_i = \partial \{ x \in \Omega : \tilde{u}_h(x) = m + \frac{i}{2^n}(M - m) \} \quad \text{for } i = 0, \ldots, 2^n.$$

We note that we have defined $L^n_i$ to be the boundaries of the level sets of $\tilde{u}_h$. The reason is that a new triangulation $\tau^n_h$ will be defined for all $n$ such that the union $\bigcup_{i=0}^{2^n} L^n_i$ will be a subset of the set of all edges of the new triangulation, and hence it is necessary to avoid cases when the level sets have nonempty interior. However, this only happens when $\nabla \tilde{u}_h \equiv 0$ on some triangles of $\tau_h$.

Next, we define a piecewise constant function $u^n_h$ in the following way. If the level set $\{ x \in \Omega : \tilde{u}_h(x) = m + \frac{i}{2^n}(M - m) \}$ has a nonempty interior, set $u^n_h$ equal to $m + \frac{i}{2^n}(M - m)$ in the interior of the set. For all $x \in \Omega$ such that $m + \frac{i}{2^n}(M - m) < \tilde{u}_h(x) < m + \frac{i+1}{2^n}(M - m)$, we set $u^n_h(x)$ equal to $m + \frac{i+1}{2^n}(M - m)$, that is, the average of the values on the level curves. Then, clearly, $u^n_h \to \tilde{u}_h$ uniformly in $\Omega$ as $n \to \infty$.

Let us denote by $T$ the (open) triangles and by $e$ the edges of the triangulation $\tau_h$ and write $e \subset \Omega$ for the internal (non-boundary) edges of $\tau_h$. We note that since $\nabla \tilde{u}_h$ is constant within each triangle $T \in \tau_h$, the level curves $L^n_i$ are parallel and separated by a uniform distance $h^n_T$ within each $T$ (see Figure 8). Let also $|T|$
Figure 8. The level curves $L^n_i$ separated by the distance $h^n_T$ within each triangle $T \in \mathcal{T}_h$.

denote the area of $T$, and let $|L^n_i|$ and $|L^n_i \cap e|$ denote the length of $L^n_i$ and $L^n_i \cap e$, respectively. We then have

$$
\int_{\Omega} |D\bar{u}^n_h|_2 = \sum_{i=0}^{2^n} \left[ [u^n_h]_{L_i^n} \cdot |L^n_i| \right] + \sum_{T \in \mathcal{T}_h} \left[ [u^n_h]_{L_T^n} \cdot |L^n_T| \right] + \sum_{e \subset \Omega} \left[ [u^n_h]_{L_e^n} \cdot |L^n_i \cap e| \right] + O \left( \frac{M - m}{2^n} \sum_{e \subset \Omega} |e| \right)
\leq \sum_{T \in \mathcal{T}_h} \left[ \sum_{i=0}^{2^n} |\nabla \bar{u}^n_h|_{T,2} : h^n_T \cdot |L^n_T| \right] + o(1) \quad \text{as } n \to \infty
\leq \int_{\Omega} |D\bar{u}^n_h|_2
$$
in view of the continuity of $\bar{u}^n_h$.

Finally, define any triangulation $\mathcal{T}_h$ with mesh-size at most $h$ and such that the union $\bigcup_{i=0}^{2^n} L^n_i$ forms a subset of the edges of $\mathcal{T}_h$ (see Figure 7(b)). From the above considerations, it is clear that we can find $n_h \in \mathbb{N}$, a triangulation $\mathcal{T}_h^n$, and $u^n_h := u^{n,h}_h$ such that $\rho_{q,2}(u, u^n_h) \to 0$ as $h \to 0$.

The theorem for general $k$ follows.

**Theorem 4.4.** Let $\Omega \subset \mathbb{R}^n$ be a polygonal domain and let $h_0 > 0$. Then, given a scalar-valued $u \in BV_q(\Omega)$ for some $q \in [1, \infty)$, there exists a family $\{\mathcal{T}_h : 0 < h \leq h_0\}$
 APPROXIMATION BY PIECEWISE CONSTANT FUNCTIONS IN A BV METRIC

$h_0$} of triangulations of $\Omega$ such that the mesh-size of $\tau_h$ is at most $h$, and functions $u_h \in A^h_b$, where $A^h_b$ denotes the space of piecewise constant functions corresponding to the triangulation $\tau_h$, such that for any $1 \leq k \leq \infty$ we have 

$$\rho_{g,k}(u, u_h) \to 0 \quad \text{as } h \to 0.$$ 

Proof. The proof is almost exactly the same as the proof of Theorem 4.3. Using the same notation, the only difference is to show that

$$\int_{\Omega} |Du^n_h|_k \to \int_{\Omega} |D\tilde{u}_h|_k \quad \text{as } n \to \infty.$$ 

To this end, we denote by $\nu$ the $\ell_2$-unit normal vector to the corresponding line segment $L^n_i \cap T$ or $L^n_i \cap e$ and we have

$$\int_{\Omega} |Du^n_h|_k = \sum_{T \in \mathcal{T}_h} \sum_{l=0}^{2^n} \left[ \sum_{i=0}^{2^n} |u^n_h|_{L^n_i} \cdot |\nu|_k \cdot |L^n_i \cap T| \right] + \sum_{e \in \mathcal{E}_h} \sum_{l=0}^{2^n} \left[ \sum_{i=0}^{2^n} |u^n_h|_{L^n_i} \cdot |\nu|_k \cdot |L^n_i \cap e| \right]$$

$$= \sum_{T \in \mathcal{T}_h} \sum_{l=0}^{2^n} \left[ \sum_{i=0}^{2^n} |\nabla \tilde{u}_h|_k \cdot |\nu|_k \cdot |L^n_i \cap T| \right] + O \left( \frac{M - m}{2^n} \cdot |\nu|_k \sum_{e \in \mathcal{E}_h} |e| \right)$$

$$= \sum_{T \in \mathcal{T}_h} \sum_{l=0}^{2^n} \left[ |\nabla \tilde{u}_h|_2 \cdot |\nu|_k \cdot |L^n_i \cap T| \right] + o(1) \quad \text{as } n \to \infty$$

$$\to \sum_{T \in \mathcal{T}_h} |\nabla \tilde{u}_h|_k \cdot |T| \quad \text{as } n \to \infty$$

$$= \int_{\Omega} |D\tilde{u}_h|_k.$$ 

\qed

Remark 4.3. It is not clear to us how to generalize Theorems 4.3 and 4.4 to the case of vector-valued functions $w$ with the definition of total variation $\int_{\Omega} |Dw|_k$ given by (2.1). However, if the definition is modified to

$$\int_{\Omega} |Dw|_k = \sum_{j=1}^{m} \int_{\Omega} |Dw_j|_k, \quad (4.8)$$

then one can take the union of the level curves $L^n_i$ for all components of $w$ and define a new mesh including all of these level curves as a subset of the edges. It is then easy to see that Theorems 4.3 and 4.4 hold since they hold for each component of $w$. We note, however, that the definition (4.8) does not give a frame-indifferent energy when used to model the surface energy in (3.1) even if $k = 2$.

The above proofs suggest several computational strategies. One can try to follow the proofs and solve on a coarse mesh with continuous finite element basis functions and then modify the mesh to correspond to the level sets of the solution and resolve on this finer mesh with piecewise constants. For an application of this strategy for the thin film problem, this means using $C^1$ functions for $y$ on a coarse mesh to determine the fine mesh and then using continuous piecewise linear functions for $y$ on the fine mesh (which gives piecewise constant functions for the deformation gradient).
An alternative strategy is a moving-mesh method allowing the nodes defining the triangulation to move so that the total variation of the deformation gradient is better approximated by piecewise constant functions.
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